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We describe a quantum wave packet method for computing the state-to-state quantum dynamics of 4-atom
AB + CD f ABC + D reactions. The approach is an extension to 4-atom reactions of a version of the
reactant-product decoupling (RPD) approach, applied previously to 3-atom reactions (J. Chem. Phys. 2001,
114, 1601). The approach partitions the coordinate space of the reaction into separate reagent, strong-interaction,
and product regions, using a system of artificial absorbing and reflecting potentials. It employs a partitioned
version of the split-operator propagator, which is more efficient than partitioning the (exact) time-dependent
Schrödinger equation. The wave packet bounces off a reflecting potential in the entrance channel, which
generates a source term; this is transformed efficiently from reagent to product Jacobi coordinates by exploiting
some simple angular momentum properties. The efficiency and accuracy of the method is demonstrated by
numerical tests on the benchmark OH + H2 f H2O + H reaction.

I. Introduction

Accurate quantum reactive scattering calculations give a
complete quantum description of the dynamics of a reaction
and are thus the ultimate benchmarks against which approximate
theories and models of chemical reactivity can be tested. Such
calculations have been carried out for a variety of simple gas-
phase reactions1 and have allowed comparisons to be made with
experiment2 at an unprecedented level of detail. This in turn
has yielded detailed physical pictures of a variety of fundamental
quantum processes, which could not be obtained by any other
means. Notable examples of these include the discovery of time
delays and quantum bottleneck states in direct reactions,3,4 and
a range of new insights into electronically nonadiabatic
processes.5,6

Such calculations are computationally very demanding, since
they scale exponentially with the number of physical dimensions
of the reaction. To date, accurate reactive scattering calculations
are restricted to simple reactions involving 3 or 4 atoms. For
3-atom reactions at low collision energies, the most accurate
and efficient approach is usually to solve the time-independent
version of the nuclear Schrödinger equation, which has the
advantage of yielding the complete S-matrix of the reaction
(from which all possible scattering observables can be obtained).
At higher energies, it is more efficient to solve the time-
dependent Schrödinger equation using quantum wave packet
propagation, since the latter scales more efficiently with basis
size.1,7 (In particular, it scales linearly with increase in the total
angular momentum quantum number J.) The wave packet
approach also has the advantage of yielding the complete wave
function of the reaction immediately. The first reactive scattering
calculations on 4-atom systems used time-independent ap-
proaches,8-11 but the superior scaling of the wave packet
approach means that the majority of attempts to calculate
accurate cross sections and rates have used time-dependent
methods.12-24

One difficulty that makes reactive scattering calculations
particularly demanding is the “coordinate problem”.25 If a

coordinate system and basis set are a natural and efficient
representation of the dynamics in the reagent arrangement, then
they are necessarily an unnatural and inefficient representation
in the product arrangement, and vice versa. In a wave packet
calculation, there are two ways round this difficulty. One can
either halt the calculation when most of the packet is in the
strong-interaction region (provided the packet has not spread
too much), and then transform the entire wave packet from
reagent to product coordinates;12,13 or one can use the
reactant-product decoupling (RPD) approach. The latter was
introduced by Peng and Zhang,26 with further developments
made by Kouri, Althorpe, and others.27,28 The idea behind the
RPD approach is to split the time-dependent Schrödinger
equation into two or more separate equations, each describing
a different region of the reaction. The different regions com-
municate via artificial absorbing or reflecting potentials, which
produce source terms that allow the wave packet from one
region to be fed into another region. It must be emphasized
that the RPD approach is in principle exact.

In previous work,28 we developed a version of the RPD
approach which decouples the reagent, strong-interaction, and
product regions of the calculation. This allows state-to-state
scattering properties to be computed very efficiently, including
the evolution of the wave packet in the product channel. This
last feature allowed us to construct time-dependent wave packets
that visualize the scattering into space of competing reaction
mechanisms in a number of reactions.3,29-31 In our previous
work,28 the RPD approach was developed for application to
3-atomic reactions. In the present article, we develop it further
for application to 4-atomic reactions of type AB + CDf ABC
+ D.

Although the overall RPD approach is a general scheme for
partitioning the Schrödinger equation of a reaction, its extension
from 3- to 4-atomic reactions presents a number of challenges
to theory. These include complications arising from the non-
unitarity of the basis set-to-grid transformation matrices, and
the fact that the reactant-to-product coordinate transformation
becomes potentially very time consuming. These theoretical
challenges and our solutions to them are discussed in detail in† Part of the “George C. Schatz Festschrift”.
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section II. The accuracy and efficiency of the resulting 4-atom
RPD propagator are demonstrated by application to the bench-
mark OH + H2 reaction in section III. Section IV concludes
the paper.

II. Theory

In this section we develop the theory needed to solve the
RPD equations for 4-atom reactions in the time domain. We
treat all internal degrees of freedom exactly, but limit the total
angular momentum of the system to J ) 0. The extension of
the theory to J > 0 is straightforward (involving mainly the
addition of Coriolis coupling terms), and will be discussed in a
later article. We give the general form of RPD equations in
section IIA, describe how to solve them using the split-operator
propagator in section IIB, discuss the coordinates, basis sets
and matrix elements in section IIC, and the extraction of
S-matrix elements and state-to-state reaction probabilities in
section IID.

A. Further Partitioned Form of the RPD Equations. We
use the further partitioned form of the RPD equations given in
ref.28 When applied to an AB + CDf ABC + D reaction, this
approach partitions the exact nuclear dynamics Schrödinger
equation

according to

where we have used atomic units such that p ) 1. The
components �λ(t) (λ ) 1, 2, 3) describe the reaction dynamics
in each of the regions 1-3 shown schematically in Figure 1.
They satisfy the RPD equations

where W is an artificial reflecting potential, placed at the start
of the reagent (AB + CD) entrance channel (see Figure 1), and
-iVr and -iVp are artificial absorbing potentials, placed just
outside the “points-of-no-return” P1 and P2 (beyond which the
scattered wave packet has a negligible probability of re-entering
the strong-interaction region). Additional absorbing potentials
(not shown in Figure 1 and not included in eq 3) are placed at
points-of-no-return at the start of each of the other product
channels (corresponding to arrangements AC + BD, AD + BC,
ABD + C, ACD + B, BCD + A). Equations 2 and 3 yield the
exact �(t) in regions 1-3, when the results are converged with
respect to P1 and P2.

Following ref 28, we employ reagent (AB + CD) Jacobi
coordinates in region 1 and product (ABC + D) Jacobi
coordinates in regions 2 and 3. The terms -W�1(t) are thus
obtained first as a function of reagent coordinates and are then
transformed to product coordinates in which form they are used
as source terms in the calculation of �2(t). An efficient means
of computing the reagent-to-product coordinate transformation
is described in section IIE.

B. Solving the RPD Equations in the Time Domain. We
solve eqs 2 and 3 by adapting the well-known split-operator
propagator of Feit and Fleck.33 Peng and Zhang26 have obtained
a formal method of solution to the RPD equations in terms of
the split-operator propagator. The source terms appear in the
propagator as integrals over time, which are solved on an
equidistant grid using the trapezium rule. In this work, we use
a different approach. Instead of discretizing the formal solution
of the RPD equations on a grid in time, we decouple the
propagator directly to obtain an exact RPD split-operator
propagator.

Let us consider first an implementation of the RPD approach
which makes only the partitioning between regions 2 and 3, so
that eqs 2 and 3 simplify to

and

We can propagate �2(t) using the standard split-operator
approach, such that

We then obtain a propagation formula for �3(t) by subtracting
the change that Vp produced in the propagation of �2(t) from
�3(t):

This ensures that the sum of the propagators on the right-hand
sides of eqs 6 and 7 is e-iH∆t, and hence that these equations
are an exact partitioning of the split-operator propagator, which
introduces no additional approximations. As a result, the error
in the propagation scales as ∆t3,33 in contrast to the approach
of ref 26 in which the error scales as ∆t2.

Figure 1. Partitioning of coordinate space for an AB + CD f ABC
+ D reaction in the reactant-product decoupling (RPD) approach used
in this article. The shaded areas correspond to artificial absorbing or
reflecting potentials. Note that this diagram is schematic only and that
the calculations employ the full 6-dimensional internal coordinate space.
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It is straightforward to generalize the approach of eqs 6 and
7 to treat the full partitioning of eqs 2 and 3, so that analogous
expressions are used to implement the partitioning between
regions 1 and 2 (with the imaginary absorbing potential - iVp

replaced by the real reflecting potential W). In section III, we
compare numerical results obtained using this approach with
the approach of ref 26.

C. Reactant and Product Representations. The main
advantage of the RPD method is that it allows different
coordinate systems and basis sets to be used in the different
regions 1-3. We employ diatom-diatom Jacobi coordinates
in region 1, which are based on the internal vectors of Figure
2, and atom-triatom Jacobi coordinates in regions 2 and 3,
based on the internal vectors of Figure 3. There are a variety of
alternative ways of choosing the orthogonal internal vectors of
the latter, which lead to a simple kinetic energy operator in the
maximally separable form.37 The vectors shown in Figure 3 were
chosen because they represent the nonreacting bond AB using
the same vector as in the reactant coordinate system (Figure
2). This has the advantage of reducing the amount of work
required to transform the source terms -W�1(t) in eq 3 from
reagent to product coordinates. We now describe in detail the
different basis sets, Hamiltonian matrix elements and forms of
the time-evolution operators used in regions 1-3.

1. Region 1. The time-evolution operator in this region takes
the general form of eq 6 and is expressed in terms of the
diatom-diatom coordinates of Figure 2. Specifically, the wave
packet in this region is propagated according to

where W(R) is the reflecting potential, TR ) -1/(2µRR) ·
(d2/dR2)R is the radial kinetic energy operator associated with
coordinate R, Hri

are the Hamiltonians of the nonrotating diatoms
associated with coordinates r1 and r2,

V is the interaction potential [i.e., the total potential energy minus
the diatom potentials V(r1) and V(r2) ], and Tang is the kinetic
operator associated with the angles θ1, θ2, and � defined in
Figure 2.

The primary representation50 of the wave packet in region 1
is

where �(...|t) are time-dependent expansion coefficients and |Rn〉,
|Vi〉 , |j1, j2, k, ε〉 are basis functions associated with coordinates
R, ri and (θ1, θ2, �), respectively. We now define each of these
sets of basis functions in turn.

The basis functions |Rn〉 are given by

where δ(R) is a distributed approximating functional (DAF)
evaluated over an equidistant mesh of Rn grid points, with
spacing ∆R. [A DAF is a localized (analytic) functional
approximation to the Dirac- δ function.]54 The radial kinetic
energy term in eq 8 is a banded matrix in the DAF basis and its
elements are known analytically. The action of the radial kinetic
term on a vector in a DAF basis is a convolution, discretized
on the grid Rn,

which can be evaluated efficiently using fast Fourier transforms
(FFT).46 All other terms in eq 8 are diagonal in the DAF basis.

The basis functions |Vi〉 are the eigenstates of the rotationless
diatom Hamiltonians, Hri

, with eigenvalues εVi
. This basis is

limited by the truncation parameter Vmax,i, determined through
numerical convergence. To evaluate the terms involving Tang

and V in eq 8, the basis |Vi〉 is transformed to the discrete variable
representation (DVR) obtained by diagonalizing the coordinate
matrix.51

As in other recent work on 4-atom systems,14,21 our treatment
of the angular problem follows that of Gatti et al.52,53 and

Figure 2. Reagent AB + CD Jacobi coordinate system.

Figure 3. Product ABC + D Jacobi coordinate system.
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e-iTR∆t�(n) ) ∑
n′
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Mladenović.37 The basis functions |j1, j2, k, ε〉 are defined with
respect to the angular momentum operators which appear in
the angular kinetic energy operator

where the µ-terms are the reduced masses associated with the
radial coordinates, l̂ is the diatom-diatom orbital angular
momentum, and ĵi is the rotational angular momentum of diatom
i. Let us first construct angular momentum basis functions which
are eigenfunctions of the coupled angular momentum operator
ĵ12 ) ĵ1 + ĵ2 and the total angular momentum Ĵ ) l̂ + ĵ12.
These functions can be constructed in either the space-fixed or
in a body-fixed frame, where the latter is oriented such that the
z axis points along the R vector and r1 lies in the positive-x
half of the xz plane. For J ) 0, the space-fixed and body-fixed
functions are identical to within a phase factor, and can be
written56

where M is the projection of J on the space-fixed z axis, and Ω
is the projection of J and l ) j12 on the body-fixed z axis (and
J ) M ) Ω ) 0). The angular basis functions |J, M; Ω, j1, j2,
j12〉 ≡ |j1, j2, j12〉 are thus eigenstates of ĵ1

2, ĵ2
2, and ĵ12

2 , and of the
parity operator, with parity eigenvalue

We will refer to these functions as the “coupled” basis functions.
The primary basis functions |j1, j2, k, ε〉 of eq 10 are linear

combinations of the coupled basis functions, to which they are
related by the orthogonal transformation

where 〈 ..., ...|...〉 are Clebsch-Gordan coefficients.47 The index
k is positive only and is equal to the absolute value of the
projection of the diatomic angular momenta onto the diatom-
diatom axis R. The explicit functional form of |j1, j2, k, ε〉 is

where Θjk are associated Legendre functions.47 In numerical
calculations, we limit the size of the basis to j1 e j1,max and j2

e j2,max, where the truncation parameters j1,max and j2,max are
determined by numerical convergence.

To evaluate the action of e-iTang∆t/2 in eq 8, we transform the
wave packet from the primary to the coupled representation
(using eq 16) in which this operator is diagonal.

To evaluate the action of e-iV∆t, we transform from the
primary to a direct-product generalized DVR (GDVR) basis,
|θ1,R〉 |θ2,�〉 |�γ〉 ,44,45 in which e-iV∆t is taken to be diagonal. This
last assumption is equivalent to remaining in the primitive basis
and evaluating the matrix elements over e-iV∆t by numerical

quadrature. The points θ1,R, θ2,� are Gauss-Legendre quadrature
points with associated weights wR, w�, and the points �γ are
equally spaced.

The transformation from the primary basis to the GDVR is
performed in three steps, which transform each of the angular
degrees of freedom in turn. The first step is the transformation
of j1 to θ1,R. For each j2 and k, the angular basis is transformed
according to

where a different transformation matrix is used for each k, given
by

The second step is the analogous transformation of j2 to θ2,�,
for which the transformation matrix is given by eq 19 with the
labels 1 and 2 exchanged.

The third step is the transformation of k to �γ. The latter are
distributed over an equally spaced grid, defined by

where

The associated weights are

and the transformation matrices are

for positive and negative parity eigenvalues, respectively.
The sequence of transformations from the primary basis to

the GDVR can thus be summarized as

The primary basis is a nondirect product representation, as the
range of k is limited by min(j1,j2), and the GDVR is a direct
product, and therefore larger in size. The overall transformation
between the representations is thus nonunitary. This is not a
drawback when the basis is sufficiently large to yield numeri-
cally converged results, since then e-iV∆t is evaluated sufficiently
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accurately to preserve the norm of the wave packet. When the
basis set is not sufficiently large (i.e., in a numerically
unconverged calculation), then the inaccuracy in the norm of
the wave packet can be removed by renormalizing the wave
packet as described in ref 15.

2. Region 2. The time-evolution operator in region 2 is
expressed in terms of atom-triatom coordinates and takes the
form,

where TR and TF are the radial kinetic energy operators of the
same form as in region 1, associated with the bond-breaking
and bond-forming radial coordinates R and F; Hr is the
Hamiltonian of the nonrotating diatom associated with the
coordinate r; V is the interaction potential [i.e., the total potential
energy minus the diatom potential V(r)], and Tang is the kinetic
operator associated with the angles (γ,θ,�). Note that the
absorbing potential Vp is treated separately from the other
absorbing potentials (which are included in V), since Vp is used
to generate the source terms for region 3. The function |s(t+∆t)〉
is the source term -W�1(t) of eq 3, which is interpolated onto
theatom-triatomcoordinatesof region2fromthediatom-diatom
coordinates of region 1. Details of the interpolation procedure
are given in section 2E.

The primary representation of the wave packet in region 2 is

where �(...|t) are time-dependent expansion coefficients, and |Rn〉,
|Fm〉 , |V〉 , and |L, j, κ, ε〉 are the basis functions associated with
coordinates R, F, r and (γ, θ, �), respectively.

The basis sets |Rn〉 , |Fm〉 consist of equally spaced DAFs, as
used for the radial degrees of freedom in region 1 (see above).
The action of the kinetic energy operators e-iTR∆t/2 and e-iTF∆t/2

is evaluated efficiently using fast Fourier transforms, as
described in eq 12.

The basis functions |V〉 are the same vibrational basis functions
as the functions |V2〉 used in region 1 and are thus the vibrational
eigenstates of an isolated AB bond. However, the truncation
parameter Vmax is in general different from the parameter Vmax,2

of region 1. As in region 1, the basis |V〉 is transformed to the
DVR when evaluating the action of e-iHr∆t/2.

The basis functions |L, j, κ, ε〉 are defined with respect to the
angular momentum operators which appear in the angular kinetic
energy operator,

where the µ-terms are the reduced masses associated with the
radial coordinates, and N̂, λ̂ and ĵ are the angular momentum
operators associated with the vectors R, G, and r. As in region
1, we define first a coupled basis. The coupled angular
momentum operator is denoted L̂ ) λ̂ + ĵ, and the total angular
momentum operator Ĵ ) N̂ + L̂. We define a body-fixed frame
such that the z axis points along the R vector, and G is in the

positive x half of the xz plane. For J ) 0, the basis functions in
the space-fixed and body-fixed frame differ only by a phase
factor (-1)L. We then define the body-fixed coupled angular
basis functions, |J, M; Ω, L, λ, j〉 ≡ |L, λ, j〉 , to be eigenstates
of L̂2, λ̂2, and ĵ2, and of the parity operator, with parity
eigenvalue

As our primary basis, we use the parity-adapted primitive
functions |L, j, κ, ε〉 , which are related to the coupled basis
functions by

where κ is the quantum number associated with the projection
of angular momenta L and j onto the F axis. The functional
form of the |L, j, κ, ε〉 is57

The action of e-iTang∆t/2 on the wave packet is evaluated by
transforming the wave packet from the primary to the coupled-
basis representation, in which this operator is diagonal. The
action of e-iV∆t is evaluated by transforming to a GDVR, using
a 3-step transformation analogous to eq 25 of region 1.

3. Region 3. The wave packet in region 3 is represented in
the same atom-triatom coordinate system as that used in region
2. The basis set is also the same as in region 2, except for the
basis associated with the F coordinate. For the latter, the DAF
basis of region 2 is replaced by a basis which consists of the
eigenstates of a rotationless diatom, whose potential energy
curve is taken to be the F-dependence of the asymptotic ABC
triatomic potential energy surface, minimized with respect to r
and θ. The corresponding DVR is used to evaluate the functions
of F that occur in e-iTang∆t/2 and e-iV∆t.

4. Remarks on Computational Efficiency. The propagation
scheme just described requires storage of two large arrays: the
wave packet in the primary representation, and the potential
energy surface on the GDVR grid. Unlike the primary basis
set, the GDVR grid is a direct product representation. Hence
the GDVR grid is much larger than the primary basis, and the
transformation of the wave packet to the direct-product grid is
the main bottleneck in the propagation. For this reason the
potential energy term e-iV∆t is placed in the middle of the split-
operator formulas of eqs 8 and 26, so that it only has to be
evaluated once per time step.

The GDVR representation of the (6-dimensional) potential
surface would occupy a large volume of computer memory, were
it necessary to store the entire surface. Fortunately, one can
evaluate the action of e-iV∆t efficiently with most of the potential
surface stored on disk. The trick is to read in the potential as a
function of the angular degrees of freedom at just one point
(RR, F�, rγ) on the three-dimensional radial grid. One can then
evaluate the action of e-iV∆t via the primary basis-to-GDVR
transform, before moving on to the next point on the radial grid.

|�(t + ∆t)〉 ) e-Vp(R)∆te-iTR∆t/2e-iTF∆t/2 ×
e-iHr∆t/2e-iTang∆t/2e-iV∆te-iTang∆t/2e-iHr∆t/2 ×
e-iTF∆t/2e-iTR∆t/2|�(t)〉 + |s(t + ∆t)〉 (26)

|�(t)〉 ) ∑
n,m,V,L,j,κ

�(n, m, V, L, j, κ|t)|Rn|Fm〉 |V〉 |L, j, κ, ε〉

(27)

Tang ) N̂2

2µRR2
+ λ̂2

2µFF
2
+ ĵ2

2µrr
2

(28)

ε ) (-1)L+λ+j (29)

|L, λ, j〉 )

∑
κ

√2 - δκ0�2λ + 1
2L + 1

(-1)L+λ+j〈λ0, jκ|Lκ〉 |L, j, κ, ε〉 (30)

〈γ, θ, �|L, j, κ, ε〉 )

εΘL-κ(γ)Θjκ(θ)
1

√2π(1 + δκ0)
[eiκ� + εe-iκ�] (31)
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As mentioned in the Introduction, the RPD approach of this
paper was applied previously to triatomic reactions.28 These
earlier calculations used the Chebyshev propagator of Tal-Ezer
and Kosloff,32 which is probably the most accurate propagator
available.55 However, the Chebyshev propagator has the dis-
advantage of requiring additional applications of the artificial
absorbing potentials,27 which would require two additional
primary basis-GDVR transformations per time step. Another
disadvantage of the Chebyshev propagator is that it requires
the storage of two wave packets rather than one. The split-
operator approach described above is thus about three times
faster and requires half the memory of the Chebyshev ap-
proach.58

The reader may ask why we have used the primitive basis
sets |j1, j2, k, ε〉 and |L, j, κ, ε〉 as the primary representations of
the wave packet, instead of the coupled basis sets |j1, j2, j12〉
and |L, λ, j〉 . Use of the latter would make e-iTang∆t/2 diagonal,
which would reduce the number of transformations between the
coupled and primitive basis sets from four to two per time step
(where the latter two transformations would be required to
transform to and from the GDVR representation when evaluating
e-iV∆t). However, it is possible to implement the primitive basis
in such a way that it is never necessary to evaluate the
transformation to the coupled basis directly. One replaces the
exponential operator e-iTang∆t/2 by its Crank-Nicholson ap-
proximation (1 - iTang∆t/4)/(1 + iTang∆t/4). The matrix Tang is
tridiagonal in the primitive bases. For example, in region 1, it
takes the form

where

As a result, one can compute the action of e-iTang∆t/2 on the wave
packet by solving a set of sparse linear equations, which scales
as ncp, rather than ncp

2 (where ncp is the dimension of the
transformation matrix between the coupled and primitive
representations). It was shown in ref 48 that this combination
of Crank-Nicholson and split-operator approaches is stable and
accurate and has the same scaling with time step (∆t3) as the
standard split-operator approach.

D. Partitioning Potentials. Here we give details of the
(artificial) partitioning potentials W, - iVp, and - iVr used in
eq 3. The reflecting potential W is designed to prevent the wave
packet from entering the strong-interaction region, and to
provide the source terms -W�1(t) of eq 3, which are used to
initiate the wave packet propagation in region 2. It is important
to make W as narrow as possible to reduce the effort needed to
interpolate the source terms from the diatom-diatom coordi-
nates of region 1 to the atom-triatom coordinates of region 2.
There is no need to include any angular or vibrational
dependence in W, which is taken to be independent of all
coordinates except the diatom-diatom radial coordinate R. The
term e-iW(R)∆t of eq 8 is thus diagonal in the primary basis set
of DAF functions |Rn〉 , and is easy to evaluate.

The explicit functional form of W(R) is

where Wramp, Rw and sw are numerical parameters, determined
as follows. The height parameter Wramp must be sufficiently large,
and the position parameter Rwall sufficiently far from the grid
boundary, that W(R) reflects the whole of the incoming wave
packet with zero transmission. Within these constraints, Rw

should be made as small as possible, as this reduces the distance
that the region 2 grid extends along the reagent channel, which
in turn reduces the size of the region 2 basis set.61 The parameter
sw controls the steepness of W on the reactant side; W should
be as steep as possible (to keep the source terms as narrow as
possible), without being so steep as to induce oscillations in
the reflected packet that have too high a frequency to be captured
adequately by the reagent-to-product interpolation of the source
terms. We discuss the interpolation in section IIE.

The partitioning potential -iVp is taken to be a transmission-
free absorbing potential, of the form38,39

where R is the ABC-D radial separation (Figure 3), and

with c ≈ 2.62. The advantage of this form of -iVp is that it has
only one numerical parameter, the width ∆rabs, that needs to be
determined by numerical convergence tests. It is also necessary
to converge the calculation with respect to the plane-of-no-return
(illustrated schematically in Figure 1), which is done by moving
rabs in the direction of increasing ABC-D separation until the
results have converged. As with the reflecting potential W(R),
-iVp(R) depends only on the radial coordinate R, so that e-Vp(R)∆t

of eq 26 is diagonal in the DAF basis.
The same form as eq 35 is used for the partitioning potential

- iVr, except that R is now the diatom-diatom radial distance
(Figure 2), and is therefore a function of all the atom-triatom
radial coordinates except r. This does not require extra work,
since we do not need to generate source terms from this
partitioning potential, and hence do not need to include it in
the form of eq 6. The potential -iVr is therefore included in
the interaction potential V. The other absorbing potentials, used
to absorb the packet at the start of the other product channels,
and to prevent it from hitting the region 1 and region 3 grid
boundaries, are treated in the same way as -iVr.

E. Reagent-to-Product Coordinate Transformation. At
every iteration that the wave packet in region 1 overlaps the
reflecting potential, eq 34, we need to transform the source term
|s(t)〉 in eq 26 from the region 1 (diatom-diatom) coordinates
to region 2 (atom-triatom) coordinates. Using eq 7, the source
term expansion coefficients in the basis set of region 1 are

We denote the transformed source term expansion coefficients
in region 2 by s(nreg2, m, V, L, j, κ), where the index n on the

l2|j1, j2, k〉 ) [j1(j1 + 1) + j2(j2 + 1) - 2k2]|j1, j2, k〉 -

√1 + δk,0c+(j1, k)c+(j2, k)|j1, j2, k + 1〉 -

√1 + δk,1c-(j1, k)c-(j2, k)|j1, j2, k - 1〉 (32)

c((j, k) ) √j(j + 1) - k(k - 1) (33)

W(R) )
Wramp

2
[tanh sw(Rw - R) + 1] (34)

-iVp(R) ) -i
1

2µR
( 2π
∆rabs

)2
y(x) (35)

y(x) ) 4

(c - x)2
+ 4

(c + x)2
- 8

c2

x ) c(r - rabs)/∆rabs (36)

s(nreg1, V1, V2, j1, j2, k) )

(eiW(Rnreg1)∆t - 1)�(nreg1, V1, V2, j1, j2, k) (37)
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region 2 grid is distinguished from the n index on region 1 grid
in eq 37 by the subscript. The transformation is accomplished
in four steps as follows.

We first note in Figures 2 and 3 that atoms C and D and the
center of mass of the AB molecule lie on a plane which contains
the vectors (Rreg2, G) and (Rreg1, r1). The two pairs of internal
vectors are related through the usual atom-diatom kinematic
rotations. So transformation between them is independent of
the orientation and bond length of AB. Next, we determine all
the region 2 triplets (Rn,reg2, Fm, γR) that map onto (Rreg1(i), r1(i),
θ1(i)) on the area covered by the reflecting potential in region
1; we label the triplets collectively by i ) (n, m, R).

In the first step of the transformation procedure, shown in
Figure 4, we evaluate the source term in the intermediate
representation spanned by the basis functions |(Rreg2, F, γ)i〉 |V2〉
|j2, k〉 , where |(Rreg2, F, γ)i〉 is the grid basis (DAF/DAF/DVR)
of region 2 and the remaining part describes the AB molecule
in the finite basis representation (FBR) of region 1. For each
(V2, j2, k) of region 1 basis, the source coefficients in the
intermediate basis are obtained using

where the overlap matrices are

In the above formulas, δ(R) is a DAF, grid spacings and weights
are appropriate for the region 2 basis, and ψV1

(r1)/r1 are the CD
(vibrational) basis functions in region 1.

The rotational basis functions of the AB molecule in the
intermediate representation, |j2, k〉 , are still defined with respect
to the diatom-diatom BF frame. We need to re-express them
in terms of the rotational basis |j, κ〉 in region 2, which is defined
with respect to the molecular frame of ABC molecule, with z
axis along F, and Rreg2 in the negative x half of the xz plane.
This is accomplished by a rotation about the common y axis by
π - �, where

The parity-adapted transformation rule for the source coefficients
is explicitly orthogonal and reads

where dκk
j2 (�) are the reduced Wigner rotation matrices and the

rotation angles �(i) are determined for each triplet (Rreg2(i), F(i),
γ(i)) using eq 42. The transformation preserves the angular
momentum, j ) j2. Equation 43 concludes the second step in
our transformation procedure.

At this stage, the angular dependence of the source term is
represented partly in the mixed DVR-FBR representation of
region 2, s(i, V2, j, κ) ≡ s(n, m, V2, R, j, κ). In the third step, we
use the reverse of eq 18 to transform the source term to the
angular FBR of region 2, s(n, m, V2, L, j, κ).

The final step is to transform the vibrational basis of AB
labeled by V2 to the FBR of region 2. In general, if different
reference potentials are used to define the basis in different
regions, this is achieved using the overlap matrix between the
two sets of the FBR functions. The source term is now in the
primary basis of region 2 and can be used with the propagation
formula in eq 26.

For the OH + H2 example considered in section III, the
number of points i that map onto the area spanned by the
reflecting potential is 105. The first step of the transformation
therefore involves large transformation matrices and is the most
time-consuming step. The second step is then performed
typically for 105 different angles �, which lie in � ∈ [0, π].
The transformation matrices are small, since the transformation
preserves j2, and we precompute them on a dense (equally
spaced) grid of �. The matrix elements for each �(i) are
determined on the fly by linear interpolation. This prescription
saves the memory for storing the vast number of transformation
matrices and avoids the explicit evaluation of Wigner d -matrix
elements on the fly.

The transformation procedure is easily generalized to all pairs
of arrangements with the nonreacting AB bond, AB + CD, ABC
+ D, and ABD + C. The 3-dimensional transformation of bond-
forming and bond-breaking radial coordinates and the angle
between them is accomplished using the kinematic rotation
relations. The angular transformation matrices and the correspond-
ing angles � are defined in Table 1 and Figure 5, respectively.

The 4-step procedure is a major improvement over evaluating
the entire 6-dimensional source directly on the region 2 grid (at

Figure 4. Diagram showing the reagent-to-product coordinate transformation applied to the source terms -W�1(t). All variables are defined in the
text. Step 1 in the transformation procedure is described by the leftmost and central figures. Step 2 is decribed by the central and rightmost figures.

s(i, V2, j2, k) )

∑
nreg1,V1,j1

U(i, nreg1)U(i, V1)U(i, j1)s(nreg1, V1, V2, j1, j2, k) (38)

U(i, nreg1) ) δ(Rreg1(i) - Rnreg1
)√∆Rreg1∆Rreg2

Rreg2(i)

Rreg1(i)
(39)

U(i, V1) ) ψV1
(r1(i))√∆F F(i)

r1(i)
(40)

U(i, j1) ) √wR(i)Θj1k(θ1(i)) (41)

� ) cos-1(Rreg1
2 + F2 - ( mD

mCD
r1)2

2Rreg1F
) (42)

s(i, V2, j, κ) ) ∑
k

1

√1 + δκ0

1

√1 + δk0

[d κk
j2 (π - �(i)) +

ε(-1)κd κ-k
j2 (π - �(i))]s(i, V2, j2, k) (43)
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every time step at which the wave packet overlaps the reflecting
potential). The transformation time in our OH + H2 calculations
takes a small fraction (<5%) of a propagation time step, which
makes the RPD approach for 4-atom reactions very efficient.

The efficiency of the approach is based on our ability to
divide the degrees of freedom into those which actively
participate in the reaction and the spectator (nonreacting)
degrees of freedom. The bond-forming and bond-breaking
coordinates and the angle between them are interpolated
directly. This is the most time-consuming step in the
transformation, but it is tractable since the basis set in region
1 is very small. The spectator degrees of freedom use the
same radial coordinates in both regions, while their angular
part is described using the angular momentum eigenfunctions
which can simply be rotated to another frame of axes.

It should also be noted that the application of the RPD method
is made more effective by the localized nature of DAF basis
functions. Figure 6 shows a comparison between a DAF basis and
the sinc-DVR functions.40 Since the nodes of the DAF/DVR
functions functions of region 1 do not fall on the grid points in
region 2, we also need to place the “tails” of the DAF/DVRs on
the region 2 grid. This means that it is more efficient to perform
the coordinate transformation using DAFs than the sinc-DVR basis.

F. Final State Analysis. We have now given the theory
describing how to propagate a wave packet for a 4-atom system
in time. To complete the theory, we need to specify the initial
wave packet and the formulas to extract the reaction probabilities
after the propagation. In order to do this, we use the time-
independent wave packet approach.49

The initial state of the reactants is specified by the CD (H2)
and AB (OH) rovibrational quantum numbers (Vi, ji), i ) 1 and
2, respectively, and the orbital angular momentum quantum
number, li ) j12,i. The wave packet is constructed in the form
of eq 10) as a direct product of the internal molecular state and
a Gaussian, �̃(R) ) R�(R), in the scattering coordinate R,

where R0 is the position of the center of the Gaussian, Rl is its
width, and kav is the average value of the momentum.

The time-independet wave packet, 
̃(E) ) R
(E), is obtained
by the half-Fourier time-to-energy transform,

On the potential side of the initial wave packet, 
̃(E) is related
to the time-independent solution of the Schrdinger equation with
the usual outgoing boundary conditions49 through

where

The radial part of the asymptotic wave function is

where h̃( are Ricatti-Hankel functions. E is the total initial
energy, S is the scattering matrix, ki,f and Vi,f are the initial and
final wave vectors and velocities for motion along the scattering
coordinate (in region 1 and 2, respectively), e.g.

and εViji are the energies of the initial diatom rovibrational states.
The indices i denote collectively all the initial quantum numbers,
(V1,i, j1,i, V2,i, j2,i, li ) j12). The final quantum numbers are
collectively denoted by f; in the product arrangement, they are
(N, L, t), where t sums over all final triatom states with total
triatom angular momentum L.

The total probability of a reaction is determined by calculating
the outgoing flux in the product arrangement through a dividing
surface R ) R*,

The wave function and its derivatives at R* are calculated using
eqs 45 and 46, where the time integrals are cumulatively built
throughout the propagation. The first derivative of a wave packet
is evaluated using the derivative of a DAF, which is analytic,
and eq 12.

State-to-state probabilities are determined by calculating the
overlap with a probe packet �̃f, which is a product of internal
an internal triatom state and a Gaussian placed in the asymptotic
region. The energy content in the probe wave packet must have
a significant amplitude at the product kinetic energies that
correspond to the total collision energies of interest.

The triatom states are determined using the same basis
functions in r, F, and γ as those used in region 3 to represent
the wave packet. The physical parity of the 4-atom system ε is
related to the physical parity of the triatom, εt, by

TABLE 1: Parity-Adapted Transformation Matrices
between the Coefficients Associated with Region 1 (I),
Region 2 (II) and Region 3 (III) Angular Bases, |j,(k, K, K′)〉 ,
Respectivelya

transformation rotation matrix

I f II Nκk[(-1)j+κdk-κ
j (�) + ε(-1)k(-1)j+κd-k-κ

j (�)]
II f I Nkκ[(-1)j+kd-kκ

j (�) + ε(-1)κ(-1)j+kd-k-κ
j (�)]

I f III Nκ′k[(-1)jd-κ′k
j (�) + ε(-1)k(-1)jd-κ′-k

j (�)]
III f I Nkκ′[(-1)jd-kκ′

j (�) + ε(-1)κ′(-1)jd-k-κ′
j (�)]

II f III Nκ′κ[(-1)κ′dκ′κ
j (�) + ε(-1)κ(-1)κ′dκ′-κ

j (�)]
III f II Nκκ′[(-1)κdκκ′

j (�) + ε(-1)κ′(-1)κdκ-κ′
j (�)]

a The angle � is defined in Figure 3, 0 e � e π. Nkκ ) 1/[(1 +
δk0)1/2(1 + δκ0)1/2].

�̃(R|t)0) ) 1

√Rlπ
1/2

exp(- (R - R0)
2

2Rl
2 ) exp(-ikavR) (44)


̃(E) ) 1
2π ∫0

∞
dt eiEt�̃(t) (45)

ψ̃+(E) )
√Vi

Bli

+(ki)

̃(E) (46)

Bl
((k) ) 1

2π ∫0

∞
h̃l
((kR) �̃(R) dR (47)

ψ̃+(R) ) ∑
f

(h̃li

-(kiR)

√Vi

δif - Sfri

h̃Nf

+(kfR)

√Vf
) (48)

ki ) √2µR(E - εV1 j1
- εV2 j2

) (49)

J ) 1
µR

Im 〈ψ̃+|
d

dR
|ψ̃+〉 |

R)R*

(50)

ε ) εt(-1)L (51)
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From the overlaps of the time-independent wave packet with
the probe packet, one obtains state-to-state probabilities, |Sfri|2,
using

with B((ki,f) defined with eq 47, where the integration involves
the initial and probe wave packet, respectively.

III. Test Calculations

In this section we report numerical calculations that were
carried out to demonstrate the efficiency and accuracy of the

RPD approach of section II. All calculations were carried out
on the benchmark OH(V)0, j)0) + H2(V)0, j)0) reaction,
using the Wu-Schatz-Lendvay-Fang-Harding (WSLFH)
potential energy surface.34 The WSLFH potential is a fit of ab
initio data to an analytic expression. We symmetrized it with
respect to all hydrogen exchanges. The reaction has a barrier
in the reactant arrangement of approximately 0.24 eV and is
exoergic by 0.70 eV. The zero-point energy of the reactants is
0.497 eV.

Since these were test calculations, we limited the vibrational
OH basis to the zero-point motion, V2,max ) 0, and its rotational
basis to j2,max ) 1, to reduce the computational effort. The
properties we wish to test (such as the RPD coordinate
transformation) do not depend strongly on the quantum numbers
of the OH fragment, (V2, j2), since the rovibrational basis of
OH is the same in both regions, except for a rotation of the
quantization axis. In order to converge the potential matrix
elements, we use a larger angular GDVR grid, (j1,max + 1) ×
13 × 5 (in γ, θ, and �), than the number of FBR functions in
each degree of freedom (e.g., two γ angles are not sufficient to
converge potential matrix elements involving j2 ) 0,1).

The consequence of using a basis which is not fully converged
with respect to j2 is that e-iV∆t is not unitary. One way round
this problem is to diagonalize the potential matrix at each radial
grid point, prestore the transformation matrices, and evaluate
the e-iV∆t at each time step by transforming to its diagonal
representation and back. This procedure is extremely time
consuming for large angular basis sets and the storage require-
ments, even for the j2,max ) 1 basis, are 11 GB. Therefore, we
used the alternative approach of evaluating the term by
performing a short iterative Lanczos propagation59 for each
radial grid point, which is automatically unitary. An expansion
to eighth order was necessary to converge the ∆t ) 8 au
calculations. This (unnecessarily expensive) evaluation of the
e-iV∆t term for a nonconverged angular basis has been corrected
for in all the timing estimates given below.

A. Overall Efficiency of the RPD Scheme. To test the
partitioning at the start of the reagent channel, we computed
initial state-selected reaction probabilities for the reaction
OH(V)0, j)0) + H2(V)0, j)0) and compared with the results
obtained by solving the exact (i.e., unpartitioned) Schrödinger
equation using product coordinates throughout regions 1 and
2.

The basis set and other parameters used in the converged
partitioned calculation are given in Table 2. The initial Gaussian
wave packet covers the range of energies up to ≈ 0.75 eV. The
results are plotted in Figure 7. The partitioned calculation used
j1,max ) 55. The unpartitioned calculations with j1,max ) 65 and
95 are shown for comparison. The unpartitioned calculations
also require a larger equidistant grid in R and F, which extends
to 14.5 au to accommodate the initial wave packet and the
absorbing potential beyond it. The reaction probabilities for j1,max

) 95 show excellent agreement with the partitioned calculation
over the full energy range.

Figure 5. Diagram that defines angles � for step 2 of the reagent-to-product coordinate transformation applied to the source terms -W�1(t) between
arrangements: I, AB + CD; II, ABC + D; and III, ABD + C. Transformation matrices using angles � as arguments are defined in Table 1.

Figure 6. Comparison of the 1-D interpolation matrix corresponding
to the distributed approximating functional (DAF) (solid line) used in
our calculations and DVR (dashed line) representations of the equally
space radial grids. In the notation of ref 54 the DAF parameters are M
) 150 and σ(0) ) 4∆R. The DAF is narrower which gives added
efficiency in the reagent-to-product coordinate transformation. The
spacings used between the grid points are given in Table 2.

TABLE 2: Parameters Used in the Wave Packet
Calculations of Section IIIa

description parameter value/au

�0 parameters R0, Rl, kav 7.5, 0.5, 9
�f parameters Rf, Rl, kav 12, 0.23, 12.5
flux calculation plane R* 6.5
no. of iterations Nit 1400
time step ∆t 8
width of absorbing potentials ∆Rabs 3
width and height of reflecting potential Wramp, ∆Rw 0.5, 1.5
planes of no return P1, P2 6.5, 5.5
equal grid spacings ∆Rreg1,2,3, ∆F 0.08
vibrational FBR limits, region 1 V1,max, V2,max 2, 0
vibrational FBR limits, region 2 Vmax 0
vibrational FBR limits, region 3 VF,max, Vmax 5, 0
angular FBR limits, region 1 j1max, j2max 3, 1
angular FBR limits, region 2 Lmax, jmax 55, 1
angular FBR limits, region 3 Lmax, jmax 45, 1

a All symbols are defined in the text.

Sfri )
-√ViVf

2πBli

+(ki)BNf

-*(kf)
〈 �̃f|
̃〉 (52)
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The bottleneck in the time propagation is the evaluation of
the potential matrix elements. Almost all the time is spent on
transforming the angular FBR to the GDVR and back. Since in
our tests, the unpartitioned calculation has almost double the
number of points on the radial R × F grid, the angular FBR-
DVR transformation is done 2 times more than in the RPD
scheme, and the matrices involved in the transformation are
≈70% (96/56) larger than in the RPD scheme. In the limit of a
large basis, this makes the angular FBR-GDVR transformations
6 times slower in the unpartitioned calculations than in the RPD
scheme, which results in a 6 times longer total execution time.

To further test the accuracy of the RPD approach, we included
region 3 in both calculations. Region 3 gives us more room to
propagate the wave packet beyond the plane of no return, and
to perform the state-to-state analysis with only a negligible
amount of additional effort. Figure 8 shows a selection of the
OH(V)0,j)0) + H2(V)0,j)0) state-to-state reaction prob-
abilities (for all accessible H2O bound states with L ) 0 and
1), calculated using the RPD method using the parameters of
Table 2. The bound-state energies of the final states shown are
in Table 3. The results of the partitioned calculation are
presented with a full line, and the symbols represent the
unpartitioned results. Both agree well over the full energy range,

with discrepancies slightly larger than for the total reaction
probabilities. The state-to-state probabilities are small and very
sensitive to the details of the calculation and they present the
most rigorous test for our RPD methodology. Transformation
to region 3 requires no change of coordinates and its inclusion
allows us to contract the range in the R coordinate in the
unpartitioned calculation by ≈20%.

B. The Reactant-Product Coordinate Transformation.
To make the partitioned calculations most efficient, one needs
to use the smallest possible basis in region 1 that is sufficient
to describe the propagation without the reflecting potential. The
radial grid spacings and angular γ grid in region 2 are the
parameters used to converge the norm of the interpolated source
in region 2. This interpolation is facilitated by making the region
1 basis as small as possible. We first tried to use a step potential
for the reflecting potential in region 1, but we found that such
a reflector induced high-energy oscillations in the colliding wave
packet that lay outside the energy range of our radial DAF. In
our test calculation, this resulted in a 5% reduction in the wave
packet norm in region 1 following collision with the reflecting
potential, and a similar loss of norm in the interpolation of the
region 2 source terms. The reflecting potential in eq 34 conserves
the interpolation norm, using the basis described above, to 1
part in 10 000. It also reflects the incoming wave packet more
effectively, which allows it to be made slightly thinner (by 0.3
au) and the time that it is overlapped by the wave packet is
shorter by ≈5%. With this choice of reflecting potential, no
reduction in the time step is necessary in comparison with an
unpartitioned calculation.

The interpolation is performed at every time step, but in our
test calculations it amounts to less than 5% of a propagation
step and needs to be performed in ≈200 propagation steps. In
a fully converged calculation, this time will be about the same
or less. To deduce this, we compare the cost of interpolation to
the most time-consuming angular FBR-to-DVR transformation.
The increase in the rotational basis with j2,max does not affect
the size of the transformation matrices in step 1 of the coordinate
transformation in eq 41. So if in our test calculations the
interpolation takes a shorter time than the first step in the angular
FBR-to-DVR transformation, eq 18, it will do so by a similar
ratio for a larger rotational basis of OH, since the number of
matrix multiplications is proportional to the size of OH basis,
but the dimension of the matrices is not. The number of rotations
in step 2 of the coordinate transformation, eq 43, is proportional
to the number of points on the (R, F, γ) grid, which is a fraction
of the full region 2 grid (in these degrees of freedom). In
comparison with the last step in the angular FBR-to-DVR
transformation, involving the matrix Tk,γ, the transformation is
done fewer number of times and involves matrices that are
smaller or equal (for j2 ) j2,max) to Tk,γ. Following a similar
argument, we deduce that step 3 of the coordinate transformation
takes less time than step 1 of the angular DVR-to-FBR

Figure 7. Comparison of total reaction probabilities for OH(V)0, j)0)
+ H2(V)0, j)0) computed by applying the RPD approach of this article
(solid line) and by solving the exact (i.e., unpartitioned) Schrödinger
equation with j1,max ) 65 (dashed line) and j1,max ) 95 (pluses). Also
shown are the results obtained for the same time step ∆t ) 8 au (dotted
line) using the earlier RPD approach of ref 26. Inset shows the energy
content of the initial wave packet.

Figure 8. State-to-state reaction probabilities computed for the reaction
OH(V)0, j)0) + H2(V)0, j)0) f H + H2O(t,L) using the RPD
approach of this article (solid line) and using an unpartitioned propagator
(symbols).

TABLE 3: Bound-State H2O Energies (in eV): W2,max ) 0,
j2,max ) 1

t, L energy/eV

0, 0+ 1.020
1, 0+ 1.486
2, 0+ 1.933
0, 1- 1.024
1, 1- 1.296
2, 1- 1.490
3, 1- 1.720
4, 1- 1.937
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transformation. Hence we can be confident that the time taken
by the interpolation will never exceed 5% of the propagation
time.

C. Comparison with Related Methods. 1. Partitioning of
the Schrödinger Equation. As explained in section IIB, the
partitioning is implemented directly into the split-operator
propagator, following eqs 6 and 7, rather than into the time-
dependent Schrödinger equation. The latter is less efficient
because it gives an additional error in the propagation that scales
as ∆t2 instead of ∆t3. With a time step sufficient for convergence,
this additional error turns out to be significant, and is illustrated
in Figure 7 (dotted line). A much smaller time step would be
required for the Schrödinger-partitioned version of the propaga-
tor to yield a converged answer. This result demonstrates clearly
why one should partition the propagator and not the time-
dependent Schrödinger equation.

2. “Squeezed” WaWe Packet Approach. An alternative ap-
proach to the RPD scheme is to propagate the wave packet in
region 1 until it approaches the interaction region and then to
transform the whole wave packet to the region 2 grid in one
step.60 We implemented this approach and found that, for the
WSLFH potential, it is possible to perform the calculations with
similar accuracy and efficiency to the RPD approach. We use
a “squeezed” wave packet, which is propagated backward from
R ) 4 au to R ) 10 au in the absence of the potential, so as to
localize the wave packet upon entrance of region 2. We
propagate the wave packet forward in time for 1760 au (220
iterations). The propagation time in region 1 needs to be
carefully chosen, so that the parts of the wave packet reflected
back beyond the plane of no return P2 and the high-energy
components that traverse the barrier toward products are
negligible. The reaction probabilities are shown using circles
in Figure 9. There are small discrepancies at the high-energy
end of the studied range which we found difficult to remove.
Using an equidistant grid in r1 would possibly yield a slightly
better representation in region 1. The discrepancies are larger
in the state-to-state probabilities (not shown) in comparison with
the differences between the unpartitioned and the above RPD
results.

As discussed above, the bottleneck of all the calculations (in
the limit of a large basis set) is the propagation in region 2.
The extent of region 2 is determined by the positions of the
planes-of-no-return, and it determines the basis set size and the
computational effort of the whole calculation. The main
advantage of using the squeezed wave packet approach is that

it requires less iterations in region 2, since the initial propagation
is performed in region 1 only. However, this approach can only
be applied when the interactions in the reactant arrangement
allow the wave packet in region 1 to be propagated inside region
2 without spreading beyond the plane of no return P2. In our
test calculations, it turned out that we needed to extend the F
grid by about 15% in comparison with the region 2 basis in
our RPD calculations in order to accommodate the entire wave
packet in region 2. This would make the squeezed wave packet
calculations more expensive for a larger OH rotational basis.

The RPD approach advocated in this paper is our preferred
choice, since it yields an automatic procedure for obtaining
converged reaction probabilities, and is more general, since it
is less sensitive to the entrance channel interactions. We can
be confident of the results if the wave packet does not penetrate
the reflecting potential (which is tested at end points of the
region 1 grid), if the interpolation conserves the source norm,
and if our results are insensitive to the position of the reflecting
and absorbing potentials in the reactant arrangement.

D. Further Tests of the RPD Approach. Apart from the
state-to-state reaction probabilities, it is easy to compute the
distribution of final H2O rotational states without calculating
the H2O bound states by resolving the flux in eq 50. This is
shown in Figure 10. The rotational distributions peak at L ) 2
at all collision energies.

We also applied the RPD method to calculate the total
reaction probabilities for j2,max ) 3 in Figure 9. We used all
parameters in Table 2 unchanged, with the angular GDVR grid
slightly increased to 56 × 15 × 7 (in γ, θ, and �, respectively).
The reaction threshold is at considerably lower kinetic energies
because of the zero-point-energy dependence on the OH
rotational basis. This is also reflected in the bound state energies
of H2O in Table 4. The higher reactivity is due to the larger
number of accessible states for the larger basis. The state-to-
state probabilities with j2,max ) 3 are shown in Figure 11. All
results were calculated at little additional effort on top of what
was required to compute the total reaction probability. They
are converged with respect to all basis set parameters (except
V2,max and j2,max) and the locations of the reagent and product
points-of-no-return. The results shown were found to be
insensitive (to within graphical accuracy) to variation in these
parameters, thus demonstrating that the RPD method has
successfully converged the state-to-state reaction probabilities.

The extension of this method to treat partial waves with higher
total angular momentum J using the method of ref 48 is
underway. With the parallelisation of the angular FBR-DVR

Figure 9. Total reaction probabilities for OH(V)0, j)0) +
H2(V)0, j)0) with j2,max ) 1 computed using the RPD approach (solid
line) and the squeezed wave packet approach (circles). The RPD
reaction probabilities with j2,max ) 3 are shown using dashed line.

Figure 10. Energy dependence of different final H2O rotational states L
for OH(V)0, j)0) + H2(V)0, j)0) f H + H2O(t, L) with j2,max ) 1.
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transformations, fully converged calculations and comparisons
of state-to-state cross sections with experiment will be within
reach.

IV. Conclusions and Outlook

In this article we have developed and tested an efficient
method for computing state-to-state scattering properties for
reactions of type AB + CD f ABC + D. The method is an
extension to 4-atom reactions of a version of the reactant-product
decoupling (RPD) approach, developed in earlier work28 on
3-atom reactions. It involves a number of new theoretical
algorithms which were necessary to overcome the challenges
of extending the RPD approach from 3-atom to 4-atom reactions.
In particular, the split-operator propagator is by far the most
efficient propagator in a 4-atom reaction (since the discretization
transformation in the angular basis is not orthogonal), and we
found that it is much more efficient to partition the propagator
itself rather than the time-dependent Schrödinger equation. We
also showed that the reagent-to-product coordinate transforma-
tion can be carried out in four stages, which reduces the amount
of computer time required for this procedure to a small fraction
of the total propagation time. Numerical tests on the OH + H2

reaction have confirmed the accuracy and efficiency of the new
RPD approach and demonstrate that it will allow very accurate
and efficient benchmarking calculations to be carried out on
this and other 4-atom reactions in the near future.
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